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Abstract

We present the web application “\texttt{cplint\ on\ SWISH}”, that allows the user to write probabilistic logic programs and compute the probability of queries with just a web browser. The application is based on SWISH, a recently proposed web framework for logic programming. SWISH is based on various features and packages of SWI-Prolog, in particular its web server and its Pengine library, that allow to create remote Prolog engines and to pose queries to them. In order to develop the web application, we started from the PITA system which is included in \texttt{cplint}, a suite of programs for reasoning on Logic Programs with Annotated Disjunctions, by porting PITA to SWI-Prolog. Moreover, we modified the PITA library so that it can be executed in a multi-threading environment. Developing “\texttt{cplint\ on\ SWISH}” also required modification of the JavaScript SWISH code that creates and queries Pengines. “\texttt{cplint\ on\ SWISH}” includes a number of examples that cover a wide range of domains and provide interesting applications of Probabilistic Logic Programming (PLP). By providing a web interface to \texttt{cplint} we allow users to experiment with PLP without the need to install a system, a procedure which is often complex, error prone and limited mainly to the Linux platform. In this way, we aim to reach out to a wider audience and popularize PLP.
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1. Introduction

Probabilistic Logic Programming (PLP) introduces probabilistic reasoning in logic programs in order to represent uncertain information. PLP is receiving an increasing attention due to its applications in particular in the Machine Learning field [1], where many domains are characterized by complex and uncertain relations among their entities.

Many PLP languages have adopted the distribution semantics [2], according to which a program defines a probability distribution over normal logic programs called worlds and the probability of a query is obtained from this distribution over programs. Examples of languages following the distribution semantics include Probabilistic Logic Programs [3], Independent Choice Logic [4], PRISM [5], pD [6], Logic Programs with Annotated Disjunctions (LPADs) [7], CP-logic [8] and ProbLog [9]. All these languages have the same expressive power as a theory in one language can be translated into another [10, 11].

Inference in PLP amounts to computing the probability of queries from a program. Solving this problem in a fast way is fundamental especially for Machine Learning applications, where a large number of queries have be to answered. Several algorithms have been proposed for this, such as PRISM [5], Ailog2 [12], ProbLog [13], SLGAD [14, 15] and PITA [16, 17]. Moreover, cplint (CP-logic interpreter) [18, 19] is a suite of programs for inference and learning of LPADs.

In this paper, we present the “cplint on SWISH” web application for performing inference on user-defined probabilistic logic programs. “cplint on SWISH” is available at [http://cplint.lamping.unife.it](http://cplint.lamping.unife.it). It is based on SWISH [20], a web framework for LP using features and packages of SWI-Prolog and its Pengines library. SWISH allows the user to write a logic program and ask a query over it. The query and the program are sent to the server using Javascript. The server then builds a Pengine (Prolog Engine) that evaluates the query and returns answers for it. Both the web server and the inference back-end are run entirely within SWI-Prolog.

Reasoning in “cplint on SWISH” is accomplished by PITA, which has ported to SWI-Prolog and made thread-safe. We also modified SWISH both
in its server and client parts. The interface of “cplint on SWISH” is shown in Figure 1 and offers several LPADs and query examples from different domains.

“cplint on SWISH” offers similar features as ProbLog2 [21], the current inference and learning engine for the PLP language ProbLog. The ProbLog2 web application allows the user to write the ProbLog program in a text area and press a button to run inference or learning. ProbLog2 exploits JavaScript for sending the program to the server in JSON format. The server is a PHP application that runs the system on the server machine and returns the result as a JSON object.

While ProbLog2 uses a mix of technologies, including PHP, Python 3 and the DSHARP compiler[1], “cplint on SWISH” uses a software stack completely running in the Prolog interpreter.

These web interfaces to PLP allow users to experiment with PLP without the need to install a system, a procedure which is often complex, error prone and limited mainly to the Linux platform. In this way, the aim is to reach

out to a wider audience and popularize PLP, similarly to what is done for the functional probabilistic language Church [22], which is equipped with the webchurch\textsuperscript{2} system for compiling Church programs into Javascript.

The paper is organized as follows. Section 2 provides an overview on the distribution semantics, Section 3 describes the PITA algorithm for reasoning over LPADs while Section 4 illustrates how PITA has been ported to SWI-Prolog. Section 5 describes the SWISH web platform and Section 6 the integration of cplint in it. Finally, Section 7 shows some examples available in the web application and Section 8 concludes the paper.

2. Probabilistic Logic Programming

The distribution semantics [2] is reaching a growing importance in PLP. In the distribution semantics, a probabilistic logic program defines a probability distribution over a set of normal logic programs (called *worlds*). The distribution is extended to a joint distribution over worlds and a ground query and the probability that the query is true is obtained from this distribution by marginalization.

The languages based on the distribution semantics differ in the way they define the distribution over logic programs. Each language allows probabilistic choices among atoms in clauses. Of these languages, LPADs and CP-Logic offer the most general syntax and we mainly concentrate on them here. They differ in that CP-Logic deems invalid some programs to which a causal meaning can not be attached but they are otherwise the same. Here we consider LPADs, which are sets of disjunctive clauses in which each atom in the head is annotated with a probability. We will briefly mention ProbLog and PRISM at the end of the section.

Formally a *Logic Program with Annotated Disjunctions* [7] consists of a finite set of annotated disjunctive clauses. An annotated disjunctive clause $C_i$ is of the form

$$h_{i1} : \Pi_{i1}; \ldots; h_{i_{m_i}} : \Pi_{i_{m_i}} : b_{i1}, \ldots, b_{im_i}.$$  

In such a clause the semicolon stands for disjunction, $h_{i1}, \ldots h_{im_i}$ are logical atoms and $b_{i1}, \ldots, b_{im_i}$ are logical literals, $\Pi_{i1}, \ldots, \Pi_{im_i}$ are real numbers in the interval $[0, 1]$ such that $\sum_{k=1}^{n_i} \Pi_{ik} \leq 1$. Note that, if $n_i = 1$ and $\Pi_{i1} = 1$,

\textsuperscript{2}https://github.com/probmods/webchurch
the clause corresponds to a non-disjunctive clause. If \( \sum_{k=1}^{n_i} \Pi_{ik} < 1 \), the head of the annotated disjunctive clause implicitly contains an extra atom \( \text{null} \) that does not appear in the body of any clause and whose annotation is \( 1 - \sum_{k=1}^{n_i} \Pi_{ik} \). We denote by \( \text{ground}(T) \) the grounding of an LPAD \( T \), i.e., the results of replacing variables with constants in \( T \).

**Example 1.** Consider this LPAD from [23] that is inspired by the morphological characteristics of the Stromboli Italian island:

- \( C_1 = \text{eruption} : 0.6; \text{earthquake} : 0.3 : \text{sudden_energy_release}, \text{fault_rupture}(X) \).
- \( C_2 = \text{sudden_energy_release} : 0.7 \).
- \( C_3 = \text{fault_rupture}(\text{southwest_northeast}) \).
- \( C_4 = \text{fault_rupture}(\text{east_west}) \).

The Stromboli island is located at the intersection of two geological faults, one in the southwest-northeast direction, the other in the east-west direction, and contains one of the three volcanoes that are active in Italy. This program models the possibility that an eruption or an earthquake occurs at Stromboli. If there is a sudden energy release under the island and there is a fault rupture, then there can be an eruption of the volcano on the island with probability 0.6 or an earthquake in the area with probability 0.3. The energy release occurs with probability 0.7 and we are sure that ruptures occur in both faults.

We now present the distribution semantics for the case in which the program does not contain function symbols so that its Herbrand base is finite\(^3\).

An atomic choice is a selection of the \( k \)-th atom for a grounding \( C_i \theta_j \) of a probabilistic clause \( C_i \) and is represented by the triple \( (C_i, \theta_j, k) \), where \( \theta_j \) is a grounding substitution (a set of couples \( \text{Var}/\text{constant} \) grounding \( C_i \)) and \( k \in \{1, \ldots, n_i\} \). An atomic choice represents an equation of the form \( X_{ij} = k \) where \( X_{ij} \) is a random variable associated with \( C_i \theta_j \). A set of atomic choices \( \kappa \) is consistent if \( (C_i, \theta_j, k) \in \kappa, (C_i, \theta_j, m) \in \kappa \) implies \( k = m \), i.e., only one head is selected for a ground clause.

A composite choice \( \kappa \) is a consistent set of atomic choices. The probability of a composite choice \( \kappa \) is \( P(\kappa) = \prod_{(C_i, \theta_j, k) \in \kappa} \Pi_{ik} \). A selection \( \sigma \) is a total composite choice (one atomic choice for every grounding of each probabilistic clause). Let us call \( S_T \) the set of all selections. A selection \( \sigma \) identifies a logic program \( w_\sigma \) called a world. The probability of \( w_\sigma \) is \( P(w_\sigma) = P(\sigma) = \)

\(^3\)For the distribution semantics with function symbols see [2, 12, 17].
\( \prod_{(C_i, \theta_j, k) \in \sigma} \Pi_{ik} \). Since the program does not contain function symbols, the set of worlds \( W_T = \{ w_1, \ldots, w_m \} \) is finite and \( P(w) \) is a distribution over worlds: \( \sum_{w \in W_T} P(w) = 1 \).

The conditional probability of a query \( Q \) given a world \( w \) can be defined as: \( P(Q|w) = 1 \) if \( Q \) is true in \( w \) and 0 otherwise. We can obtain the probability of the query by marginalizing over the query:

\[
P(Q) = \sum_w P(Q, w) = \sum_w P(Q|w)P(w) = \sum_{w|Q} P(w) \tag{1}
\]

**Example 2.** For the LPAD \( T \) of Example 1, clause \( C_1 \) has two groundings, \( C_1\theta_1 = \{ X/southwest\_northeast \} \) and \( C_1\theta_2 = \{ X/east\_west \} \), while clause \( C_2 \) has a single grounding \( C_2\emptyset \). Since \( C_1 \) has three head atoms and \( C_2 \) two, \( T \) has \( 3 \times 3 \times 2 \) worlds. The query \( \text{eruption} \) is true in 5 of them and its probability is \( P(\text{eruption}) = 0.6 \cdot 0.6 \cdot 0.7 + 0.6 \cdot 0.3 \cdot 0.7 + 0.6 \cdot 0.1 \cdot 0.7 + 0.3 \cdot 0.6 \cdot 0.7 + 0.1 \cdot 0.6 \cdot 0.7 = 0.588 \).

Figure 2 shows the computation of the probability of eruption in “cplint on SWISH”.

Inference in probabilistic logic programming is performed by finding a covering set of explanations for queries.

A composite choice \( \kappa \) identifies a set \( \omega_\kappa \) that contains all the worlds associated with a selection that is a superset of \( \kappa \): i.e., \( \omega_\kappa = \{ w_\sigma | \sigma \in S_T, \sigma \supseteq \kappa \} \). We define the set of worlds identified by a set of composite choices \( K \) as \( \omega_K = \bigcup_{\kappa \in K} \omega_\kappa \). Given a ground atom \( Q \), a composite choice \( \kappa \) is an explanation for \( Q \) if \( Q \) is true in every world of \( \omega_\kappa \). For example, the composite choice \( \kappa_1 = \{(C_2, \emptyset, 1), (C_1, \{X/southwest\_northeast\}, 1)\} \) is an explanation for \( \text{eruption} \) in Example 1. A set of composite choices \( K \) is covering with respect to \( Q \) if every world \( w_\sigma \) in which \( Q \) is true is such that \( w_\sigma \in \omega_K \). In Example 1, a covering set of explanations for \( \text{eruption} \) is \( K = \{ \kappa_1, \kappa_2 \} \) where \( \kappa_1 = \{(C_2, \emptyset, 1), (C_1, \{X/southwest\_northeast\}, 1)\} \) and \( \kappa_2 = \{(C_2, \emptyset, 1), (C_1, \{X/east\_west\}, 1)\} \).

Given a covering set of explanations for a query, we can obtain a Boolean formula in Disjunctive Normal Form (DNF) where we replace each atomic choice of the form \( (C_i, \theta_j, k) \) with the equation \( X_{ij} = k \), we replace an explanation with the conjunction of the equations of its atomic choices and the set of explanations with the disjunction of the formulas for explanations. If we consider a world as the specification of a truth value for each equation \( X_{ij} = k \), the formula evaluates to true exactly on the worlds where
the query is true \[12\]. In Example \[1\], if we associate the variables \(X_{11}\) to \(C_1\{X/southwest\text{-} northeast\}\), \(X_{12}\) to \(C_1\{X/east\text{-} west\}\) and \(X_{21}\) to \(C_2\emptyset\), the query is true if the following formula is true:

\[
f(X) = (X_{21} = 1 \land X_{11} = 1) \lor (X_{21} = 1 \land X_{12} = 1).
\] (2)

Since the disjuncts in the formula are not necessarily mutually exclusive, the probability of the query can not be computed by a summation as in Formula \[1\]. The problem of computing the probability of a Boolean formula in DNF, known as disjoint sum, is \#P-complete \[24\]. One of the most effective ways to date of solving the problem makes use of Decision Diagrams.

Since the random variables that are associated with atomic choices can assume multiple values, we need to use multi-valued Decision Diagrams (MDDs) \[25\]. An MDD represents a function \(f(X)\) taking Boolean values on a set of multi-valued variables \(X\) by means of a rooted graph that has one level for each variable. Each node \(n\) has one child for each possible value of the multi-valued variable associated with \(n\). The leaves store either 0 or 1. Since MDDs split paths on the basis of the values of a variable, the branches are mutually exclusive so a dynamic programming algorithm \[9\].
can be applied for computing the probability. Figure 3(a) shows the MDD corresponding to Formula (2).

Most packages for the manipulation of decision diagrams are however restricted to work on Binary Decision Diagrams (BDD), i.e., decision diagrams where all the variables are Boolean. These packages offer Boolean operators between BDDs and apply simplification rules to the results of operations in order to reduce as much as possible the size of the BDD, obtaining a reduced BDD.

A node $n$ in a BDD has two children: the 1-child and the 0-child. When drawing BDDs, rather than using edge labels, the 0-branch, the one going to the 0-child, is distinguished from the 1-branch by drawing it with a dashed line.

To work on MDDs with a BDD package we must represent multi-valued variables by means of binary variables. The following encoding, used in [26], gives good performances. For a multi-valued variable $X_{ij}$, corresponding to a ground clause $C_i \theta_j$, having $n_i$ values, we use $n_i - 1$ Boolean variables $X_{ij1}, \ldots, X_{ijn_i - 1}$ and we represent the equation $X_{ij} = k$ for $k = 1, \ldots, n_i - 1$ by means of the conjunction $X_{ij1} \land \ldots \land X_{ijk} \land X_{ijk}$, and the equation $X_{ij} = n_i$ by means of the conjunction $X_{ij1} \land \ldots \land X_{ijn_i - 1}$. The BDD corresponding to the MDD of Figure 3(a) is shown in Figure 3(b). BDDs obtained in this way can be used as well for computing the probability of queries by associating to each Boolean variable $X_{ijk}$ a parameter $\pi_{ik}$ that represents $P(X_{ijk} = 1)$. The parameters are obtained from those of multi-valued variables in this way: $\pi_{i1} = \Pi_{i1}, \ldots, \pi_{ik} = \frac{\prod_{j=1}^{k-1}(1-\pi_{ij})}{\prod_{j=1}^{n_i-1}(1-\pi_{ij})}$, up to $k = n_i - 1$.

![Figure 3: Decision diagrams for Example 1.](image-url)
ProbLog \cite{9} programs differs from LPADs as they allow probabilistic clauses only in the form of facts with two alternatives, one of which is implicit.

PRISM \cite{5}, similarly to ProbLog, allows probabilities only on facts but the alternatives can be more than two. In particular, PRISM offers the special predicate \textit{msw} (\textit{switch}, \textit{value}) that encodes a random switch (i.e., a random variable) and that can be used in the body of clauses to check that the random switch named \textit{switch} takes the value named \textit{value}. The possible values of each switch are defined by facts for the \textit{values}/2 predicate, while the probability of each value is set by calling the predicate \textit{set_sw}/2.

3. The PITA System

PITA computes the probability of a query from a probabilistic program in the form of an LPAD by first transforming the LPAD into a normal program containing calls for manipulating BDDs. The idea is to add an extra argument to each subgoal to store a BDD encoding the explanations for the answers of the subgoal. The values of the subgoals’ extra argument are combined using a set of general library functions:

- \textit{init}, \textit{end}: initialize and terminate the data structures for manipulating BDDs;
- \textit{zero}(-D), \textit{one}(-D): return BDDs representing the Boolean constant 0 and 1;
- \textit{and}(+D1,+D2,-DO), \textit{or}(+D1,+D2,-DO), \textit{not}(+D1,-DO): Boolean operations between BDDs;
- \textit{equality}(+Var,+Value,-D): \textit{D} is the BDD representing \textit{Var}=\textit{Value}, i.e. that the multi-valued random variable \textit{Var} is assigned \textit{Value};
- \textit{ret_prob}(+D,-P): returns the probability of the BDD \textit{D}.

These functions are implemented in C as an interface to the CUDD\footnote{http://vlsi.colorado.edu/~fabio/CUDD/} library for manipulating BDDs. A BDD is represented in Prolog as an integer that is a pointer in memory to the root node of the BDD. Moreover, the predicate \textit{get_var} n(+R,+S,+Probs,-Var) is implemented in Prolog and returns the
multi-valued random variable associated with rule R with grounding substitution S and list of probabilities Probs.

The PITA transformation applies to atoms, literals and clauses. The transformation for an atom h and a variable D, PITA(h,D), is h with the variable D added as the last argument. The transformation for a negative literal b = \(+ a and a variable D, PITA(b,D), is the Prolog conditional

\[
(PITA(a,DN) -> \\
   not(DN,D) \\
; \\
   one(D) \\
).
\]

In other words, the data structure DN is negated if a has some explanations; otherwise the data structure for the constant function 1 is returned.

The disjunctive clause

\[
Cr = h1:p1 ; ... ; hn:pn :- b1,...,bm.
\]

where the parameters sum to 1, is transformed into the set of clauses PITA(Cr):

\[
PITA(Cr,i)=PITA(hi,D):- one(DD0), \\
PITA(b1,D1),and(DD0,D1,DD1),...., \\
PITA(bm,Dm),and(DDm-1,Dm,DDm), \\
get_var_n(r,V,[p1,...,pn],Var), \\
equality(Var,i,DD),and(DDm,DD,D).
\]

for i=1,...,n, where V is a list containing all the variables appearing in Cr. If the parameters do not sum up to 1, then n-1 rules are generated as the last head atom, null, does not influence the query since it does not appear in any body. In the case of empty bodies or non-disjunctive clauses (a single head with probability 1), the transformation can be optimized.

The PITA transformation applied to Example 1 yields

\[
PITA(C1,1)=eruption(D) :- \;
   one(DD0),sudden_energy_release(D1),and(DD0,D1,DD1), \\
fault_rupture(X,D2),and(DD1,D2,DD2), \\
get_var_n(1,[X],[0.6,0.3,0.1],Var), \\
equality(Var,1,DD),and(DD2,DD,D).
\]

\[
PITA(C1,2)=earthquake(D) :- \\
\]
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Clause $C_1$ has three alternatives in the head but the last one is the null atom so only two clauses are generated. Clauses $C_3$ and $C_4$ are definite facts so their transformation is optimized as shown above.

PITA uses tabling, a logic programming technique that reduces computation time and ensures termination for a large class of programs [27]. The idea of tabling is simple: keep a store of the subgoals encountered in a derivation together with answers to these subgoals. If one of the subgoals is encountered again, its answers are retrieved from the store rather than recomputing them. Besides saving time, tabling ensures termination for programs without function symbols under the Well-Founded Semantics (WFS) [28].

PITA was originally developed for XSB Prolog\(^5\). It exploits its answer subsumption feature [27] that, when a new answer for a tabled subgoal is found, combines old answers with the new one according to a partial order or lattice. For example, if the lattice is on the second argument of a binary predicate $p$, answer subsumption may be specified by means of the declaration

\[
\text{:-table } p(_{-}, \text{or}/3 - \text{zero}/1).\]

where \text{zero}/1 is the bottom element of the lattice and \text{or}/3 is the join operation of the lattice. Thus if a table has an answer $p(a,d1)$ and a new answer $p(a,d2)$ is derived, the answer $p(a,d1)$ is replaced by $p(a,d3)$, where $d3$ is obtained by calling \text{or}(d1,d2,d3).

In PITA, various predicates should be declared as tabled. For a predicate $p/n$, the declaration is

\[
\text{:-table } p(_{-1},\ldots,_{-n}, \text{or}/3 - \text{zero}/1).\]

\(^5\text{http://xsb.sourceforge.net/}\)
which indicates that answer subsumption is used to form the disjunction of BDDs in the last argument.

At a minimum, the predicate of the goal and all the predicates appearing in negative literals should be tabled with answer subsumption. If these predicates are not tabled with answer subsumption, PITA is not correct as it does not collect all answers for the subgoals of these predicates. It is usually useful to table every predicate whose answers have multiple explanations and are going to be reused often since in this way repeated computations are avoided.

4. PITA in cplint

cplint is a suite of programs for reasoning on LPADs. It includes various algorithms for inference and learning. It is available for Yap Prolog [29] and SWI-Prolog[30]. In this section we describe how PITA was ported to SWI-Prolog, the basis of the “cplint on SWISH” web application.

Since SWI-Prolog has no tabling facilities, and thus also no answer subsumption, in order to port PITA to SWI-Prolog we used \texttt{bagof/3} to collect all the BDDs for the query and then compute the disjunction of all of them using \texttt{or/3}. So the disjunction of different explanations is not computed for each subgoal but only for the top level query. This does not pose any problem except for negated goals: for them, in fact, we can’t collect a BDD encoding an explanation and negate it for each explanation but we need to collect all the explanations, disjoin them and negate the result.

Thus the transformation for a negative literal $b = \neg a$ and a variable $D$, \texttt{PITA(b,D)} is the Prolog conditional

\begin{verbatim}
(bagof(B,PITA(a,B),L)->
  or_list(L,DL),
  not(DL,D)
; one(D)
)
\end{verbatim}

where \texttt{or_list(L,D)} returns in $D$ the disjunction of all the BDDs in the list $L$.  

In order to compute the probability of an atom \( Q \), the predicate \( s(\text{+Q},-P) \) returns in \( P \) the probability of \( Q \). \( s/2 \) is implemented as:

\[
s(Q,P) :-
    \text{init},
    (\text{bagof}(D,PITA(Q,D),L) \rightarrow
    \text{or_list}(L,B)
    ;
    \text{zero}(B)
    )
    ,
    \text{ret_prob}(B,P),
    \text{end}.
\]

The query \( Q \) passed to \( s/2 \) does not need to be ground. However, if it is not, it is grounded and the corresponding probability is returned. At the moment it is not possible to ask for other instantiations of the query. Moreover, the query \( Q \) must be an atom, it can’t be a conjunction. We plan to remove these limitations in future versions.

\texttt{cplint} can be installed by the user with the goal \texttt{pack.install(cplint)} at the SWI-Prolog prompt. After this call, \texttt{pita} can be loaded with the command \texttt{use_module(library(pita))}.

5. SWISH

\texttt{SWISH}\footnote{http://swish.swi-prolog.org/} is a web application that allows the user to write Prolog programs and ask queries through the browser. The SWISH page is divided into three panes, one with a program editor (on the left), one with a query editor (on the bottom right) and one that shows the query results (on the top right). When the user hits return after writing a query, a \textit{runner} is created that collects the text in the program editor (if any) and the query and sends these to the server, which creates a Pengine (Prolog Engine). The Pengine compiles the program into a temporary private module. The Pengine assesses whether executing the query can compromise the system. If this fails, an error is displayed. If the query is considered safe, it executes the query and communicates with the runner about the results using JSON messages.
SWISH is based on SWI-Prolog and uses its Pengines library [31], which allows to create Prolog engines from an ordinary Prolog thread, from another Pengine, or from JavaScript running in a web client.

A Pengine is composed of a Prolog thread, a dynamic clause database (private to the Pengine), a message queue for incoming requests, and a message queue for outgoing responses.

Pengines follow a master/slave architecture in which the master creates a Pengine on the slave and posts a query to it. The conversations between the master and the slave follows a communication protocol called the Prolog Transport Protocol (PLTP) that is layered on top of HTTP.

We now show an example from [31]: we use `pengine_create/1` to create a slave Pengine in a remote Pengine server.

```prolog
:- use_module(library(pengines)).
main :-
   pengine_create([server('http://pengines.org'),
                   src_text("q(X) :- p(X).
                             p(a). p(b). p(c).
                           "
                   ]),
   pengine_event_loop(handle, []).

handle(create(ID, _)) :-
   pengine_ask(ID, q(X), []).
handle(success(ID, [X], false)) :-
   writeln(X).
handle(success(ID, [X], true)) :-
   writeln(X),
   pengine_next(ID, []).
```

The option `src_text` is used to send the program to be queried in textual form to the Pengine. `pengine_event_loop/2` is used to start an event loop that listens for event terms and calls `handle/1` on them. If the event term is `create(ID, _)`, it means that the Pengine with id `ID` has been created and the event handler uses `pengine_ask/3` to ask a query. Predicate `pengine_ask/3` is deterministic, the results of the query will be returned in the form of event terms.
If the event term is of the form `success(ID, Query, More)`, ID is the Pengine’s id that succeeded in solving the query, Query holds an instantiation of the query and More is either true or false, indicating whether we can expect the Pengine to be able to return more solutions or not, in case we call `pengine_next/2`. If More is true, handle/1 calls `pengine_next/2` to get the following solution. Thus running `main/0` will write the terms `q(a)`, `q(b)` and `q(c)` to standard output.

Code sent to Pengine is executed in a “sandboxed” environment that ensures that only predicates that do not have side effects such as accessing the file system, loading foreign extensions, defining other predicates outside the sandbox environment, etc., are called. Goals’ safety is validated using a call to `safe_goal/1` of `library(sandbox)` prior to execution.

SWI-Prolog also offers a JavaScript library `pengine.js` that allows the creation of Pengine JavaScript objects. These, in turn, create Pengine objects on the server that can be queried from JavaScript.

The SWISH web server is implemented by the SWI-Prolog HTTP package, a series of libraries for serving data on HTTP [32].

SWISH exploits TogetherJS in order to make the development of the code collaborative. TogetherJS is an open source JavaScript library built and hosted by Mozilla. This library permits a real time interaction between users and offers different built-in features:

**Audio and Text Chat** The collaborators can chat by talking or texting to each other.

**User Focus** The collaborators see each other’s mouse cursors and clicks.

**Co-browsing** The collaborators can follow each other to different pages on the same domain.

**Real time content sync** The content is synchronized between all the collaborators.

It is possible to start collaborating on SWISH by clicking the item “File” in the menu bar and then clicking on “Collaborate..”. The TogetherJS dock will appear and you can invite another user by sharing the generated link.

---

8https://togetherjs.com/
6. “cplint on SWISH”

In order to implement “cplint on SWISH”, we had to modify the foreign language C library of PITA in order to allow different threads to use it at the same time. In fact, the library makes use of static global variables that hold data structures for the CUDD manager and the association between the random variables and CUDD variables. If two different threads use the library, there would be a conflict on these variables. Therefore, we added an extra argument `Environment` to all the library predicates. This argument holds the data structures and allows the computation of the probability by different threads.

So `init(-Env)`, when called, returns a pointer to a data structure storing the environment that must be given as input to all the other predicates:

- `zero(+Env,-D), one(+Env,-D)
- `and(+Env,+D1,+D2,-DO), or(+Env,+D1,+D2,-DO), not(+Env,+D1, -DO)
- `equality(+Env,+Var,+Value,-D)
- `ret_prob(+Env,+D,-P)
- `end(+Env)

As a consequence, the PITA transformation function must take as input the variable `Env` that stores the environment.

To allow Pengines to execute the `pita` library predicates, they are declared as safe by the code:

```
:- multifile sandbox:safe_primitive/1.
sandbox:safe_primitive(pita:init).
sandbox:safe_primitive(pita:ret_prob(_,_)).
...`
```

in the `pita` module file.

The PITA library was also modified with respect to the application of the transformation. While PITA uses a predicate `load/1` that loads the program file and applies the transformation to it, we decided to use term expansion through the predicate `term_expansion/2`, a de-facto standard
in Prolog for source-to-source transformations. When compiling a module, SWI-Prolog will consider each term $T$ in the program one by one and apply $\text{term_expansion}(T, \text{New}T)$, then it will compile $\text{New}T$ instead of $T$. So if the user provides clauses for the $\text{term_expansion}/2$ predicate, the system will compile a modified version of the input.

After loading $\text{pita}$ with $\text{use_module(library(pita))}$, the PITA predicate $\text{set}/2$ must be used to set the PITA flag $\text{compiling}$ to $\text{on}$. All the clauses for $\text{term_expansion}/2$ check this flag before performing the transformation. If it is not set to $\text{on}$, the transformation is not applied. After setting $\text{compiling}$ to $\text{on}$, consulting a file containing an LPAD performs its translation into Prolog and loads the result in memory.

Similarly, if a file containing an LPAD includes the directives $\text{-use_module(library(pita))}$ and $\text{-set(compiling,on)}$. at the beginning, when it is consulted from the top level it is transformed and loaded in memory.

“cplint on SWISH” has the interface shown in Figure 1. It allows the user to write an LPAD in the left pane and write a query in the bottom right pane. When the user presses enter at the end of the query or presses the Run! button, a Pengine is created with the program. This is done by the runner.js JavaScript file that creates a new Pengine object. The creation of the object was modified by adding to the program source some directives for loading the pita library, for disabling the check for discontiguous clauses and for enabling compilation. This is done by the following snippet of runner.js:

data.prolog = new Pengine({
    ...
    src: "\text{-use_module(library(pita))}.
    \text{-style_check(-discontiguous)}.
    \text{-set(compiling,on)}. "
    + query.source,
    ...
    oncreate: handleCreate,
    ...
});

that stores a new Pengine object in the runner’s data.prolog attribute. query.source holds the program text.

The handleCreate function is performed at the creation of the Pengine and was modified to allow the computation of the probability. The query given by the user is sent to the Pengine with the ask method in a transformed
form: the query atom without the full stop is inserted into a call to \texttt{s/2} in this way:

\begin{verbatim}
function handleCreate() {
  var elem = this.pengine.options.runner;
  var data = elem.data('prologRunner');
  this.pengine.ask("s("+termNoFullStop(data.query.query)+",Prob)");
  elem.prologRunner('setState', "running");
}
\end{verbatim}

Here \texttt{data.query.query} is a string containing the query. The top right pane will then show the value of \texttt{Prob} variable, together with the other variables’ values possibly present in the query. Figure 2 shows Example 1 code together with the query \texttt{eruption} and its result.

7. Examples

"cplint on SWISH" contains a number of examples, accessible from the “Example” menu. The complete list of available examples is in the Appendix. Below we describe two examples that, to our knowledge, have not been encoded yet in LPADs.

The first, the \textit{Monty Hall puzzle} [33], models the TV game show hosted by Monty Hall in which a player has to choose which of three closed doors to open. Behind one door there’s a prize while behind the other two there is nothing. Once the player has selected the door, Monty Hall opens one of the remaining closed doors which does not contain the prize, and then he asks the player if he would like to change his door with the other closed door or not. The problem of this game is to determine whether the player should switch. The prize is behind one of the three doors with equal probability:

\begin{verbatim}
\end{verbatim}

The player has selected door 1

\begin{verbatim}
selected(1).
\end{verbatim}

The following clauses model the choice of which door Monty Hall will open after the player’s decision:
open_door(A):0.5; open_door(B):0.5 :-
    member(A,[1,2,3]),
    member(B,[1,2,3]),
    A<B,
    \+ prize(A),
    \+ prize(B),
    \+ selected(A),
    \+ selected(B).

open_door(A) :-
    member(A,[1,2,3]),
    \+ prize(A),
    \+ selected(A),
    member(B,[1,2,3]),
    prize(B),
    \+ selected(B).

In case the player keeps its choice, he wins if he has selected a door with the prize behind:

```
win_keep :-
    selected(A),
    prize(A).
```

In case the player switches, he wins if the prize is behind a door that he has not selected and that Monty Hall has not opened:

```
win_switch :-
    member(A,[1,2,3]),
    \+ selected(A),
    prize(A),
    \+ open_door(A).
```

Querying `win_keep` and `win_switch` we obtain 1/3 and 2/3 respectively, so the player should switch.

The second example is the *three-prisoners puzzle* following [34]:

Of three prisoners $a$, $b$, and $c$, two are to be executed, but $a$ does not know which. Thus, $a$ thinks that the probability that $i$ will
be executed is $2/3$ for $i \in \{a,b,c\}$. He says to the jailer, “Since either $b$ or $c$ is certainly going to be executed, you will give me no information about my own chances if you give me the name of one man, either $b$ or $c$, who is going to be executed.” But then, no matter what the jailer says, naive conditioning leads $a$ to believe that his chance of execution went down from $2/3$ to $1/2$.

Each prisoner is safe with probability $1/3$:

\[
\text{safe}(a):1/3; \text{safe}(b):1/3; \text{safe}(c):1/3.
\]

If $a$ is safe, the jailer tells that one of the other prisoners will be executed uniformly at random:

\[
\text{tell_executed}(b):1/2; \text{tell_executed}(c):1/2 :- \\
\text{safe}(a).
\]

Otherwise, he tells that the only unsafe prisoner will be executed:

\[
\text{tell_executed}(A) :- \\
\text{member}(A,[b,c]), \\
\text{member}(B,[b,c]), \\
A\neq B, \\
\text{safe}(B).
\]

The jailer speaks if he tells that somebody will be executed:

\[
\text{tell}:- \\
\text{tell_executed}(_).
\]

$a$ is safe after the jailer utterance if he is safe and the jailer speaks:

\[
\text{safe_after_tell} :- \\
\text{safe}(a), \\
\text{tell}.
\]

By computing the probability of $\text{safe}(a)$ and $\text{safe_after_tell}$ we get the same probability of $1/3$. We can see this also by considering conditional probabilities: the probability of $\text{safe}(a)$ given the jailer utterance $\text{tell}$ is

\[
P(\text{safe}(a)|\text{tell}) = \frac{P(\text{safe}(a),\text{tell})}{P(\text{tell})} = \frac{P(\text{safe_after_tell})}{P(\text{tell})} = \frac{1/3}{1} = 1/3
\]

because the probability of $\text{tell}$ is $1$. 
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8. Conclusions

Web-based systems are, today, the way to reach out to a wider audience. In order to popularize Probabilistic Logic Programming, we have implemented the web application “cplint on SWISH” that allows the user to easily write a PLP program and compute the probability of queries with just a web browser. “cplint on SWISH” already includes a number of examples that cover a wide range of domains and provide interesting applications of PLP. “cplint on SWISH” has been implemented by exploiting the features of the system SWISH for Prolog programming and querying on the Web, and by porting the PITA system for inference on LPAD from its original XSB implementation to SWI-Prolog.

In the future, we plan to allow the user to pose conjunctive and conditional queries. Moreover, we plan to extend “cplint on SWISH” with other inference procedures and with learning algorithms.
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Appendix A. List of Examples

- **Coin** [35]: models the throw of a coin with uncertain fairness.
- **Dice** [35]: models repeated throws of a dice until the face six comes out.
• Epidemic [36]: models the development of an epidemic or a pandemic.
• Earthquake [23]: models the occurrence of an earthquake depending on its possible causes.
• Eruption [37]: Example 1
• Mendel inheritance of the color of pea plants [38].
• Mendel inheritance of human bloodtype [39].
• Path [9]: models the probability of the connection between two nodes in a graph.
• Bayesian network [35]: encodes a simple alarm Bayesian network.
• Hidden Markov Model [40].
• Probabilistic Context Free Grammar [41]: models a parser for a PCFG grammar.
• UWCSE: link prediction [39].
• Cora: entity resolution [42].
• Monty Hall puzzle [33].
• Three-prisoners puzzle [34].
• Trigger [8]: shows the use of noisy or for modeling a russian roulette with two guns.
• Light [8]: shows the use of negation.
• Coins [35]: similar to the Coin example but with two coins.
• Three sided dice [43]: similar to the Dice example where the dice have three faces.
• Mendel inheritance of color of pea plants - larger family [38]: as the Mendel example with a larger number of individuals.